Answers

Chapter 16

LinestRandomVariables.xls Answers
1) The text uses a log-normal error box to show that the sampling distribution of b1 will not be normal.  What happens, however, when the sample size increases?

Run Monte Carlo simulations with n = 10, n = 30, and n = 100 with log-normal errors.  
Use the Take a Picture button to paste your results into your Word document.
What do you conclude?

[image: image4.emf]Statistic Intercept

Average 0.0006 Error Box Uniform

SD

0.2008

SD

1.00

Max 0.8231

Min -0.7477 n 100

Summary Statistics

Empirical Histogram for 10000 Repetitions

0

50

100

150

200

250

300

350

400

-1 -0.5 0 0.5 1

sample estimates

 [image: image2.emf]Statistic Slope

Average 5.0003 Error Box LogNormal

SD

0.0456

SD

2.16

Max 5.3468

Min 4.5169 n 30

Summary Statistics

Empirical Histogram for 10000 Repetitions

0

200

400

600

800

1000

4.4 4.6 4.8 5 5.2 5.4

sample estimates

 [image: image3.emf]Statistic Slope

Average 5.0000 Error Box LogNormal

SD

0.0076

SD

2.16

Max 5.0470

Min 4.9498 n 100

Summary Statistics

Empirical Histogram for 10000 Repetitions

0

100

200

300

400

500

600

700

4.94 4.96 4.98 5 5.02 5.04 5.06

sample estimates


The Monte Carlo simulation results make clear that as n increases, the sampling distribution of b1 converges to the normal curve.

2) Run a Monte Carlo simulation of one of the other statistics besides b1.  

Use the Take a Picture button to paste your results into your Word document.

Describe the data-generation process (including error distribution, X values, and n).  

Comment on the resulting sampling distribution of your statistic.

Here is an example of what a good answer looks like.

We chose a uniform error distribution with 100 observations (X’s from 1 to 100) and chose the sample intercept.  Here are our results:
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The distribution appears to be approximately normal.  Once again, even though the errors are not normally distributed, the sampling distribution converges to the normal curve as n increases.  With n = 100, the sampling distribution of the sample intercept is rather close to the normal distribution.

The average of 0.0006 shows that the OLS sample intercept is an unbiased estimator of the true parameter because 0 = 0.

The SD of 0.2008 is an approximation to the true SE of the sample intercept.
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