Answers

Chapter 24


SimEq.xls Answers
1) In the Data sheet, set 1 = −20.  Run a Monte Carlo simulation to approximate the sampling distribution of g1, the OLS estimate of 1. Is OLS biased?  Explain.
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A) Our results showed the OLS estimate of g1 centered around −.013, which is definitely biased because the real answer is still 0.02. The reason we end up with a greater bias than before is because the coefficient on EnforcementSpending is a greater negative number, which influences the OLS estimate even more, as described in the chapter. 

2) If ES = 0, then OLS is OK.  What about CR?  Change CR to 0 and determine the effect this has on the sampling distribution of g1. Describe your procedure and explain your results.
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A) We changed the SD of CR on the data sheet to 0 so that the CR error would also be 0. As you can see from the MC Sim, the error on CR has no effect on the distribution of g1. It is still biased. In fact, when ES is 0, even though CR is high, the sampling distribution is unbiased. This is because CR has little to no effect on Enforcement Spending, which is the Y variable for the OLS estimation.

3) What role does 2 play in the sampling distribution of g1? Does it have any effect? Describe your procedure and explain your results.
A)
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We again changed the parameter on the Data sheet to investigate its effect. Because of the effects mentioned in the chapter, Enforcement Spending is usually predicted as too low in the OLS estimation, thus resulting in the downward-sloping relationship that OLS attains in normal situations. Because 2 is the coefficient on Gini data, and an additive measure to ES, increasing 2 will bring enforcement spending more into line and remove some of the bias from the OLS estimate. As you can see in the histogram above, however, it must be nearly quadrupled before OLS gives a reasonable estimate. 

4) Use the Q and P data to draw a scatter diagram of Q=f(P).  Fit a trendline to the scatter.
A)
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5) Is this a good estimate of the a1 parameter in the demand equation?  Explain.
A) The 1 parameter is −50. The estimate on our graph is −23. Although this in itself is not a good estimate, we ran a Monte Carlo to be sure. We found that the estimate of 1 is centered around −25; thus, no, it is not a good estimate of the 1 parameter. 

6) Find the 2SLS estimate of 1.  Show all of your work and describe your procedure.
A) There are three main steps to 2SLS for this example. First, regress price on F, the exogenous variable. Second, from the coefficients in that regression, calculate predicted P. Third, regress Q on predicted P, which gives you your estimate for 1. We obtained an estimate of about 42, which is much better than the OLS estimate alone. 
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