Answers

Chapter 7


Multicollinearity.xls Answers
1) Explain how the two bivariate regression results in Example 1 are related to each other. Do the same for Example 2.
The two bivariate regressions (QD on Price and QD on Income) each attribute all of the movement in QD to only one variable (i.e., Price or Income). Price and Income, however, are perfectly related to each other via the equations
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Thus, we can move from the Bivariate Regression of Quantity Demanded on Income to the bivariate regression of Quantity Demanded on Price via simple substitution.

In Example 1, we have 
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Substitute Price for Income, and we obtain

[image: image4.wmf](

)

.

405

.

3

Pr

146

.

0

3.405

 

 

Price

0.2

.728

0

 

  

Q

 

Predicted

D

+

×

=

+

×

×

=

ice


In Example 2, we have 
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Substitute Price for Income, and we obtain
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2. What does the zero mean in the top row (cell F7)?

It means that the coefficient on X2 is zero so the regression equation is

Predicted Y = 16 + 0 X1 + 7 X2
3. Use the regression results to predict the value of Y for the first observation.  Show your work and comment on how well the prediction did.

Predicted Y = 16 + 0*22 + 7*47
Predicted Y = 345

Wow. Predicted Y is exactly equal to actual Y.  That’s correct: with R2 = 1, all of the points lie on a plane and we perfectly predict any observed Y. Multicollinearity has no effect on the predictive ability of the regression.  
4. Does R2 = 1 mean that there is perfect multicollinearity between the X’s?  Explain.

No, R2 and perfect multicollinearity of the X’s are unrelated.  R2 is a measure of the variation explained by the regression.  Perfect multicollinearity between the X’s occurs when there is an exact linear relationship between the X’s.  
On the other hand, an R2 of exactly 1 does indicate that there is an exact linear relationship between the Y variable and the X’s.  In general, multicollinearity is thought of only as a phenomenon pertaining to the relationship between the X’s.  

5. Can you recover the linear relationship between X1 and X2?  If so, what is it?

Sure, simply chart X2 as a function of X1 and find the equation of the line, like this:
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