Answers

Chapter 14


GaussMarkovBivariate.xls Answers
(1) Algebra of Expectations. Use the algebra of expectations to show that in the bivariate version of the standard econometric box model, the extreme points estimator for the slope is unbiased.

A) To show that Two Points is unbiased, we must demonstrate that the expected value of the estimate is the population parameter – in this case, the slope.
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(2) Racing Estimators. You will have to perform six Monte Carlo experiments to answer this question. You are to find the approximate SEs for the Average Slopes and the Extreme Points estimators using three different sets of X values. Start with the alternative estimator set as Extreme Points in the BivariateEstimators sheet.  When you click on the Change the X's button in the Bivariate Estimators, the X's are replaced.  The X's will cycle through the three sets shown in the table to the right.  For each set of X's, go to the Monte Carlo sheet and run an experiment with at least 10,000 repetitions for the Two Points estimator. Before changing the X's to the next set, change the alternative estimator to the Average Slopes estimator. Then run the Monte Carlo experiment again.  Then switch to the next set of X's and repeat the Monte Carlo experiments for the two alternative estimators.  

A) Racing the Average Slopes and Extreme Points estimators.












X's are 10, 15. 22, etc.











In this case, Extreme Points wins because approx SE(Extreme Points Estimator) = 0.78, whereas approx SE(Ave. Slopes Estimator) = 1.69.  Your numbers, but not the overall conclusion, will differ if your SD for the errors was not 50.  
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X = 10, 20, 30, etc.
In this case, Extreme Points and Average Slopes seem about the same, because both approximate SD's are about 0.78.  Note that the estimators actually have exactly the same recipe in this case.  The only reason we do not obtain exactly the same results is that we ran two different Monte Carlo experiments.

[image: image4.wmf]b

1

5

Average

5.00

Average

4.99

SD(

e

)

50

SD

0.550

SD

0.781

No. Draws

10

Population Parameters

OLS Estimates

Average Slopes 

Estimates

Empirical Histogram for 10000 Repetitions

0

200

400

600

800

1000

1200

1

3

5

7

9

[image: image5.wmf]b

1

5

Average

5.00

Average

5.00

SD(

e

)

50

SD

0.549

SD

0.778

No. Draws

10

Population Parameters

OLS Estimates

Extreme Points 

Estimates

Empirical Histogram for 10000 Repetitions

0

200

400

600

800

1000

1200

1

3

5

7

9




Random X's
In this case, Extreme Points wins big because approx SE(Extreme Points Estimator) = 0.837, whereas approx SE(Ave. Slopes Estimator) = 5.93 (We obtained other even more extreme results from other Monte Carlos!).  The bottom line is that, in general, Extreme Points, which seems to rely on less information, is better.
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3) Understanding the mathematics of the OLS estimator. Find the OLS estimate for the slope for this set of data:

X1 = 20, Y1 = 80

X2 = 50, Y2 =100

X3 = 80, Y3 = 150.

A) Finding the OLS Estimator for a small data set.  We naturally used Excel.  
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Here are the formulas behind the calculation:
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(4) Working with another two-points estimator: the Two Middle Points estimator. Suppose that you use Set 2 of the X's and a two-point estimator for the sample slope.  Instead of the extreme points, use points 50 and 60.  Find the formula for this estimator. Compute the SE of this estimator on the assumption the Bivariate CEM applies and the SD of the error box is 50. (Defined more generally, the Two Middle Points Estimator would use observations 5 and 6.)
Let us call this the “Two Middle Points” estimator.  The formula for the estimator is as follows.
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Thus, the weights are
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In our case, because X5 and X6 are 10 apart, w5 = −0.1 and w6 = 0.1.

To compute the variance, note that the estimator is the variance of a sum of independent random variables:
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The variance of each 
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 is 502 or 2,500.  Thus we have
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For more, see two hidden sheets in GaussMarkovBivariate.xls:  Q&A#4ComputingSEs and Q&A#4TwoMiddlePoints.
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