Answers

Chapter 15

EstimatingSDErrors.xls Answers
1) Run a 100-observation Monte Carlo simulation of the RMSE and SD of the Residuals. Take a picture of your results and paste them in a Word document.
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2) Compare your results from Question 1 to Figures 15.5.2 and 15.5.3.   What do these three Monte Carlo simulations suggest about the RMSE as an estimator of the SD of the box?

The RMSE is a biased but consistent estimator of the SD of the errors.  The expected value of the RMSE (as approximated by the averages of the Monte Carlo simulations) approaches the true value as the sample size increases.  
Let us see how the estimated SE of the sample slope performs as an estimator of the exact SE.

3) First, set n = 10 in the Data sheet and compute the exact SE (using the usual formula). Show your work.

Here is our set-up:
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The Exact SE is computed as follows:
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Note that we are using the definition of the SD in which we divide by the number of observations, n, as opposed to dividing by n−1. (This is implemented via the STDEVP() function in cell B8 in the Data sheet.)

4) Now, run a Monte Carlo simulation with n = 10 in which you track both the estimated SE of the sample slope and the RMSE. How does the estimated SE of the sample slope perform? How does the RMSE perform?  What is the relationship between the two statistics?

Be sure to note the number of observations in the Monte Carlo results sheet.
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The average value of the Estimated SE, 1.52, is definitely less than the Exact SE, 1.58.  Similarly, the average value of the RMSE, 4.81, is clearly below the true value of the spread of the error terms, which is 5 in this case.  
Notice that the bias isn’t nearly as bad as the example in the book, with n=3 (Figure 15.5.4).  Even with as few as 10 observations, the bias is greatly reduced.
5) Repeat the same process, changing n to 20 and then 40 and tracking the estimated SE of the slope and RMSE. Did things improve?  What do you conclude about the effects of increasing the sample size on the estimated SE of the sample slope?

In this question, the Exact SE changes because the number of observations is changing.  (We are holding constant the SD of the X’s and the spread of the error terms.)
The calculations go as follows:
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Here are results for n = 20 and n = 40:
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This example demonstrates that the expected value of the Estimated SE approaches the Exact SE and the expected value of the RMSE approaches the SD of the errors as the number of observations increases.  

6) Demonstrate that the RMSE squared is an unbiased estimator of the Variance of the errors.  On the Data sheet compute the RMSE squared. Then run a Monte Carlo experiment in which you track the value of RMSE squared.  Set n = 10, and run 10,000 repetitions.  Use both the Normal distribution and the Exponential Distribution for the error terms. Comment on your results.  
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For both the Normal and Exponential distributions for the error terms, it is plausible that the square of the RMSE is an unbiased estimator of the variance of the error terms, which is 25, even when the number of observations is only 10.  
It appears that the RMSE is more biased for the Exponential distribution of the errors than for the Normal distribution of the errors.

7) If we know that the RMSE is biased toward being too small, why can we not apply some adjustment factor to fix the bias?  To answer this question, compare the sampling distribution for the RMSE with normal errors versus the sampling distribution for the RMSE with exponential errors.  

Here are results for the Exponential Distribution:
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Compare them to results for the Normal Distribution:
[image: image12.emf]Average 1.520Average 4.808n = 10

SD 0.3776SD 1.1942Normal Distribution

Max 2.852Max 9.018

Min 0.576Min 1.822

Est SE RMSE Notes

Histogram of Data!$F$11 And Data!$J$70.52.54.56.58.5Est SERMSE


[image: image13.emf]Average 0.784Average 4.960n = 40

SD 0.0867SD 0.5486Normal Distn.

Max 1.072Max 6.778

Min 0.524Min 3.314

Est SE RMSE Notes

Histogram of Data!$F$11 And Data!$J$70.51.52.53.54.55.56.5Est SERMSE


The average value of the RMSE is smaller for the Exponential Distribution than for the Normal Distribution.  Evidently, the extent of the bias varies as determined by the distribution of the error terms.  The problem is that we do not know the distribution of the errors.  If we did know, then we might be able to apply some correction factor, which would of course vary with the sample size.  
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