Answers

Chapter 20


Luteinizing .xls Answers
1) Run OLS to estimate the parameters of the model, 
Luteinizing  Hormone Leveli = True Intercept + True Slope*TimePeriodi + Epsiloni

An alternative, autocorrelated model of the DGP can be written like this:
Luteinizing  Hormone Leveli = True Intercept + True Slope*TimePeriodi + Epsiloni

Epsiloni = rho*Epsiloni-1 + Nui
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2) Run an estimated ρ-test on the OLS residuals.  What do you conclude?
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A)      A t-test (estimate/SE) shows us that this result is 4.238 SEs away from the expected value of 0. Therefore, we reject the null hypothesis that ρ is zero.

3) Run a Durbin–Watson test on the OLS model.  What do you conclude?
 A) The Durbin–Watson test gives us a P-value of 1.39x10-5. With a result like that we conclude that the null (that there is no first order autocorrelation) should be rejected, and, therefore, conclude that there is autocorrelation in these data. 
4) Compute the FGLS estimates and SEs

Explain how you estimated ρ.
A friend says, "Look at this chart I made.  The estimates are almost exactly the same. OLS is just as good as FGLS in this case." How do you respond to your friend?
5) Did the FGLS estimation work?  Explain.

A) The luteinizing hormone data can be used to clarify a confusing but important point.
The reported OLS SE of the estimated slope, 0.005, is less than the FGLS SE of 0.009.  This would seem to say that OLS is better than FGLS! Do not be deceived.  That 0.005 number is wrong and cannot be trusted. The true OLS SE is some number bigger than 0.009! Here is a picture:
[image: image2.emf]The dashed line reported OLS histogram

does NOT EXIST.

The solid line True OLS histogram is the actual

sampling distribution of the OLS estimator.

You cannot compare 0.005 to 0.009 because 

the sampling distribution of the OLS estimator 

does not have an SE of 0.005!
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If you compare apples to apples, true OLS to true FGLS sampling distribution, then you would have this:
[image: image3.emf]FGLS beats OLS because 0.009 is smaller than the

true SE of the OLS estimator.
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See the LuteinizingAns.xls workbook for more detail.
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