Answers

Chapter 13


Skiing.xls Answers
1) Suppose the Austrians assigned to be skier L, given only 5 hours of training time per day, want to improve their chances of winning
Look at the EstimatingBeta1 sheet and identify a parameter that could be changed to improve skier L's chances of winning.

Explain how changing this parameter would improve skier L's chances of winning.
Let us walk through the parameters and reason out each parameter’s effect on L’s chances of winning.

First, we can reject the intercept (
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) because it just sets the bar (for a skier with no training).  The L Union is interested in winning, and this will have no effect on that.

Next up we have
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, the slope parameter on Training.  By making training less effective, you can improve L’s chances of winning.  Of course, the culmination of this logic is 
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=0; then training is meaningless and all of the skiers will have equal chances of winning.

You could really punish C, M, and Y (the hard-working, highly trained skiers who are pounding the L’s) by making 
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 positive, but then the I skiers and those with less training than the L’s would be the winners.  


[image: image5.wmf]2

b

, the slope parameter on Talent, could be increased to lessen the effect of Training.  The logic of this is that you could train all you want, and if you are not physically gifted no amount of training will be enough for you to win. Note that each time the race is run, L will have different talent and could be highly talented and therefore benefit from a high
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.

Finally, we can improve the random, inherent luck aspect of the race by increasing the SD of the η’s.  Here we are saying that Training and Talent are less influential because pure luck is of increasing importance.

Thus, of the four parameters, only the intercept will have no effect.

2) Put your suggestion to the test!  Make your change to a parameter in the EstimatingBeta1 sheet and click the button below to see how many times L wins.  Write up your results and evaluation of your answer for Question 1.

Here is our benchmark with original parameter values:

[image: image7.emf]Repetitions 100000

L Wins 1477

Parameter Changedbeta0 changed from 100 to 100


The results of changes in each of the parameters are given below.  In each case, we compare the number of L wins with the results of the benchmark case above.

[image: image8.emf]Repetitions 100000

L Wins 872

Parameter Changedbeta0 changed from 100 to 200



[image: image9.wmf]0

b

 has no effect.  Though the number of wins has fallen, this is due to the chance results of the particular 100,000 repetitions realized.  With an infinite number of repetitions, the results will be the same (i.e., the expected value of the L Wins distribution is the same no matter the intercept term).
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Here is clear evidence that L’s chances improve when we set beta1 to 0 (which means that Training has no effect on ski times).  Notice that each of the 25 skiers will have exactly equal chances of winning because Training does not matter and Talent and luck are equally distributed among the skiers.  Thus, the expected value of this case can be computed as 4 percent
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Although we may punish hard workers (C, M, and Y) with this strategy, doing so does not help L at all because now I and other very-low-training-time skiers are winning!
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There is no doubt about it; increasing the effect of talent will improve the L’s chances because they are as likely as the other skiers to acquire greater talent, and talent is swamping the Training effect.  We are back at the roughly 4 percent chance of L winning level with this move.
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Increasing the SD of the ν error term to such a degree is swamping the effects of Training (and Talent), thus increasing L’s chances of winning.  Once again, we are around a 4 percent chance of the L’s winning.
This is a long answer because we tried to address each of the four possible changes.  We can conclude that making Training worthless maximizes the L’s chances.  This can be done by setting 
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=0, increasing 
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 (which in the limit is the same as setting 
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 to 0), or increasing the SD of the ν error term (again, as this increases, the effect is to drive 
[image: image17.wmf]1

b

 closer to o).  

3) Run a Monte Carlo simulation that demonstrates that the higher the SD of ν (the error term), the greater the spread of the sampling distribution of the sample slope.

Write up your procedure and explain your results, taking screen shots as necessary.
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On the top, the SD of the 10,000 repetitions (which approximates the exact SE of the sample slope) is 0.163 with an SD of ν of 2; whereas the graph on the bottom has an SD of only 0.091 with an SD of ν of 0.5.

This demonstrates that the sampling distribution of the sample slope is more compact as the SD of the errors falls.  Do not be misled by the fact that the two histograms look the same.  The x-axes are different.  If plotted on the same scale, there is no question that the histogram on the bottom would be taller and more spiked.

4)  Does the value of
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, the slope parameter on the unobserved Talent variable, affect the sampling distribution of the sample slope?

Explain how you figured out your answer to this question.

We used the same Monte Carlo results from the SD of ν = 0.5 from Question 3.  Then we increased 
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 to 3.  Here are the results:

Benchmark:
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Increasing
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:
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Changing 
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 does not affect the expected value of 
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, but it does affect the SE of the sample 
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 slope.  As 
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 increases, the SE of the sample 
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 slope also increases.

5) What would happen to the sampling distribution of the sample slope if the Austrian Ski Federation only varied hours of Training from 0 to 2?  You can implement this by clicking on the button below.

Explain your procedure for answering this question and, of course, your answer (commenting on the center and spread of the sampling distribution).

Again, we used our Question 3 Monte Carlo results for the benchmark case.  Then we clicked on the button to reduce the spread of the Training variable and ran a Monte Carlo.
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As expected, the SE of the sample 
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 slope increased (from 0.09 to 0.3335) when we restricted the spread of the Training variable.  This is just like the Hooke’s law example in which we want the weights to have a large spread so that the sample slope will be more precisely estimated (i.e., the SE of the sample slope is smaller).
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