Answers

Chapter 20

AutoCorr.xls Answers
1) Use the data below to find the first-order autocorrelation in the series.

Do your calculations right on this sheet, and then take a picture of the results and paste it into a Word document.
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2A) Print out the four graphs under  = 0.8 and  = 0.  Comment on the comparison.
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A) On the left, ρ is 0.8 and you can see that ε is autocorrelated; while on the right, ρ is 0 and thus ε is not autocorrelated.  Notice that ν remains unautocorrelated irrespective of the value of ρ
2B) Print out the four graphs under  = 0.95 and  = 0.1.  Comment on the comparison.
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A) When ρ is 0.95 (on the right), the autocorrelation is severe.  The ε on lagged ε graph is a tight cigar-shaped cloud.

Claim 1: OLS estimates remain unbiased.

Claim 2: Reported OLS-estimated SE is wrong, and the implied probability histogram does not exist.

3) Run a Monte Carlo simulation given  = 0.8.




Copy and paste the pictures of the b1 and P-value results in a Word document.  How do your b1 results support claims 1 and 2?



How do your P-value results support claim 2?
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The b1 results support both claims.

(1) The average of 10,000 sample slopes (0.000) is very close to the β1 parameter value (0). 

(2) The spread of the 10,000 sample slopes (0.1644) is three times larger than the average OLS-reported SE (0.0533).



The P-value results also support claim 2 because we are supposed reject a true null 5 percent of the time, and instead we are rejecting the true null over 50 percent of the time.  

4) Run Monte Carlo simulations for  = 0.9 and  = 0. 



Copy and paste the pictures of the b1 and P-value results for each case in a Word document.


For the b1 results, how does a comparison of your simulations support Claims 1 and 2?

For the P-value results, how does a comparison of your simulations support Claim 2?
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Because both b1 results (left side), with ρ as 0.95 and 0, show an unbiased OLS estimator, this is more evidence for Claim 1.

Claim 2 is also supported because, when ρ is 0.95, we get a wide divergence between the approximation to the true SE and the average OLS reported SE. Notice that when ρ is 0, the SEM performs exactly as advertised—the approximate SE (computed as the SD of the 10,000 sample slopes) is, up to the four decimal places reported, the same as the average of the 10,000 estimated SEs.  These are two different calculations giving almost exactly the same answer.

5) The button below draws the X variable in the AR1Model from a uniform distribution which removes the autocorrelation from X. Click the X Rand button below; then go to the AR1Model sheet and note the new X’s.  Cell B76 shows the autocorrelation coefficient. What effect does removing the autocorrelation of X have on the OLS estimator?



A) Use evidence from the AR1Model sheet in your explanation.

A) Removing the autocorrelation of X seems to make Claim 2 go away.  Repeatedly drawing new samples (with the same X values) doesn’t produce the overwhelmingly high rejection of the true null that we saw before.


B) With the random X’s, run a Monte Carlo simulation from the b1MCSim sheet.  What do you find?
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A) Wow!  There is no doubt that value of the X’s affects Claim 2.  The X’s we drew had a slight negative autocorrelation (−0.24) and that has made the OLS reported SEs somewhat too small!

The lesson is that it is more than ρ that determines the effect of autocorrelation in the errors—the X values matter also.

Unfortunately, you cannot count on unautocorrelated X’s to save you—in most cases (especially with time series data) the X’s will be autocorrelated.

Finally, we note that many students are confused by this question.  You have to keep the ideas of autocorrelation in the errors and autocorrelation in the X’s separate.  Autocorrelation is a general term that means a series is correlated with itself.

6) Click on the =0.8->=0 button if needed, to make =0. Hit F9 or click the recalculate button several times. Because =0, why is the slope of  on lagged  also not 0?
A) The error term depends on two factors, ρ and ν. When ρ =0, as it does in this situation, the error term is equal to ν, a random variable drawn from a normally distributed box. Because of this, the slope is not 0, but varies randomly as the ν and lagged ν vary from each other. 

7) Scroll down to the Testing for Autocorrelation via Estimated  table in cell C40. Click on the =0->=0.8 button, if needed, to make =0.8. Why is the histogram centered on 0?
A) If there were no autocorrelation in this example, ρ would equal 0. In this graph, 0 represents the null hypothesis. Because ρ is not 0 (0.8), we must calculate the probability that it is derived from a population in which ρ is 0. In this situation we find a difference of about 7–11 SEs between the expected (0) and the actual, which causes us to (correctly) reject the null and conclude that ρ is not 0. 

8) The text explained that when = 0.8, the estimated ρ test was flawed because the distribution was not normal and the average estimated ρ was not 0.8. Set  = 0 with 60 observations and run a Monte Carlo simulation of estimated .  Copy and paste a picture of your results in a Word document.  Compare your distribution of estimated  to Figure 20.4.2.  What can you conclude about the expected value in this case?
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With 60 observations and ρ set to 0, the estimator still provides a biased result, but the bias is quite small.  We ran 10,000 repetitions several times and the average was always slightly below zero, close to -0.03.
9) Change the sample size to 20 and 10 with  = 0. Copy and paste the pictures of your results for each case in a Word document.  Compare your distributions of estimated to Figure 20.4.3.  What can you conclude about the expected value in this case?
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As explained in the text, the bias in the ρ estimator becomes worse as the sample size decreases. In both cases above, although ρ is 0, the estimator provides estimates that are below 0.
10) Run Durbin–Watson Monte Carlo simulations with n=30 and n=10. Copy and paste the pictures of your results for each case in a Word document.  Does the Durbin–Watson test suffer from the same small sample problems as the estimated  test?
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[image: image14]
The Durbin–Watson MCSim has the same problems as the rhoMCSim does. As the sample gets smaller, the histogram deviates from normal and the standard errors and the spread of the histogram get larger. The Durbin–Watson test, however, works on average for both situations, reporting an average of about 2 both times, which indicates no autocorrelation. 

11) Run an estimated  test for the sample you just drew. To get the Residuals, you can use Data Analysis: Regression or LINEST.
A) The ρ test is performed by regressing residuals on lagged residuals, the slope of the regression is your estimated ρ. This is how ours worked out:
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12) Use the P-Value calculator add-in to find the P-Value for the Durbin–Watson d-statistic for the sample you just drew.
A) Our P-value output looked like this: 
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13) Run a Monte Carlo simulation given  = 0.95. Set  in cell C6 of the AR1Model sheet. Copy and paste the pictures of the b1 and P-value results in a Word document. How do these results support the claim that GLS does not mislead us about the precision of the estimate (i.e., the estimated SE of b1)?
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A) We can concentrate on two elements in these graphs to show that they support the claim that GLS is not misleading. First, the b1 graph is rather normal and centered on 0. Second, the relatively flat P-value graph and the fact that only about 5 percent of the P-Values are less than the 5 percent threshold indicate that GLS matches the data rather consistently. 

14) Run a Monte Carlo simulation comparison of OLS and GLS given  = 0.95. Copy and paste the results in a Word document. How do these results support the third claim?
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The third claim that OLS is no longer the BLUE, and that GLS takes that position is upheld by this graph. We can see that the GLS has a higher peak, whereas OLS has a lower peak and fatter tails. Also, by examining the SDs, we can see that GLS is the better estimator (better = more precise.
15) Run a Monte Carlo simulation given = 0.95. Copy and paste the results in a Word document. Is the estimate of the SE reported by the FGLS estimator biased (like OLS) or not (like GLS)? 


[image: image18]
From this output we can see that the FGLS estimator is biased, and is thus similar to the OLS estimator. The SD reported by the MC simulation is much larger than the average reported SE, by twofold. This type of bias, just as it does for OLS, can cause FGLS to appear more precise than it really is. 

16) Find the FGLS estimate of b1 for your sample.
A) To do this you must first transform your data (see the FGLS section of the AR1Model sheet). Then run a new regression using transformed data. From that regression you obtain your residuals, run a regression of residuals on lagged residuals, and run a Durbin-Watson test on the residuals. Our data turned up a Durbin–Watson d-statistic of about 1.80 and an estimated ρ of 0.025. Yours should be similar. 
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