Answers

Chapter 19

HetRobustSE.xls Answers
1) In the text we claimed that Robust SEs do an adequate job even when there is no heteroskedasticity. Check this by setting  equal to 0; finding the exact, true, analytic SE; and then running a 10,000-repetition Monte Carlo simulation in which you compare the three SEs discussed in Section 19.5.  How does the average value of the Robust SE compare with the average OLS-reported SE?  To the exact SE?  Put a picture of Monte Carlo results and explanation in a Word document.
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A) The SD of the b1’s, 0.3422, is an approximation to the exact SE of b1.  In fact, the exact SE (from the ComputingSE sheet) is 0.346. It looks like the Robust SEs tended to slightly underestimate the true spread of the b1s while the OLS reported SEs tended to come closer to the true spread of the b1’s.  In this case, both the OLS SE and the Robust SE are probably close to being unbiased, and the bias for the OLS SE is smaller.  Our conclusion is that there is not much difference between the two measures of the SE, but we would go with the OLS SE.  

2) With  = 0, click the Draw a Dead Sample button.  You now have a new sheet with robust SE results in cell K9.  The sheet is simply a dead, Copy-and-Paste Special (Values) version of the live ComputingSE sheet. Use the RobustReg.xla add-in on the X and Y data in Computing SE to see if the add-in gives the same results for the Robust SE as that in your DeadSample sheet.  What do you find?  Take a screen shot of the add-in's output and paste it in your Word document along with your answer.

A) Here is our regression output:
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Both the Add-In and the sheet tell us that the Robust SE of the slope coefficient is 0.378172, whereas the reported OLS SE is 0.392869.  You will obtain different sample estimates, but you should reach the conclusion that the Add-In exactly duplicates (not merely approximates) the Computing SE sheet.

If slightly different estimates are obtained, you did not follow the directions carefully enough.

3. With  = 0, the OLS-estimated SE and Robust SE are close but different.  Which one would you use?  Why?

A) We would choose the OLS-estimated SE if we knew there was no heteroskedasticity.  In the Monte Carlo experiment in Question 1 above, the OLS-estimated SE seemed to be on average closer to the true SE.  Also, we suspect that the RMSE is a better estimate of the spread of the errors than the collective effect of the 100 separate estimates used by the Robust SE.  
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