Answers

Chapter 19

Het.xls Answers
1. Why is the SD of the measurement errors equal to the SD of the measurements?  Put your answer in a Word document.

A) This is a property of the SD.  By adding or subtracting a constant from every observation, you shift its average by the constant, but the SD stays unaffected.

Here is an example:
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By drawing histograms of these Errors and Measurements, we get these results:
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The histograms are exactly the same but are just shifted over by a constant.  And what is the value of the constant?  The fixed value of true distance.  Each measurement value is generated by the same formula: =True_Distance+error1.  Because True_Distance = 25, each measurement value is simply the error value plus 25.

2) Section 19.2 demonstrates that, when the second instrument is four times less precise than the first instrument, the overall average estimator (based on all 20 measurements) is worse than the Average of Instrument 1 estimator (based on the average of just the 10 measurements from Instrument 1).  At about what precision ratio is the Overall Average Estimator roughly just as good as the Instrument 1 estimator? Run Monte Carlo simulations to answer this question. Use the Take a Picture button and copy your Monte Carlo evidence into your Word document.  Be sure to define what is meant by "worse" and "just as good" in this question.

We know the answer has to be between 1 and 4, right?  We can approach this problem by trial and error.

Here are the results when the first instrument is twice as precise as the second:
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They are fairly close.  We can try a precision ratio of 1.5 to see how they do.
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Overall the result is now a little better.  Let us try 1.75.
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That is fairly close.  Our answer is 1.75.
Actually, we can solve this problem exactly with a little algebra.  Recall the following from Section 20.2:

The SE of the Univariate 1 instrument is 
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The SE of the Overall Average is 
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By simply setting the two equal to each other, we can solve for the value of SD2 (with SD1 = 1):
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The value of1.75 is reasonably close to the square root of 3.
3)  Produce a table in your Word document with Average Estimated SE and Approximate SE (based on the SD of the slope estimates) for b1 in the general bivariate case.  Run Monte Carlo experiments for α = −1, −0.5, 0, 1, 2, and 3 with the unevenly spread X’s.  Do 10,000 repetitions each time.  Discuss your results.  What do they say about how the effect of heteroskedasticity depends on α?

A) Here is our table. Yours will be off somewhat, but the results should paint the same picture.  With 10,000 repetitions, your results should be within plus or minus 0.01 in the values in the table.  For example, with α = 1, a second Monte Carlo with 10,000 repetitions gave us an approximate SE (the SD of the 10,000 b1 estimates) of 0.4751.  Greater disagreement than this indicates something is wrong.  A common mistake is to use “evenly spread X’s.”

	α
	Approximate SE
	Average Estimated SE

	−1
	0.0854
	0.0998

	−0.5
	0.0422
	0.0564

	0
	0.0506
	0.0503

	1
	0.4795
	0.1287

	2
	6.0607
	0.9093

	3
	81.55
	10.0534


There is no doubt about it, the effect of heteroskedasticity definitely depends on α.  With α = 0, there is no heteroskedasticity and everything is fine.  The average of the 10,000 estimated SEs is pretty close to the approximate SE (which is the SD of the 10,000 b1 estimates).  As α moves away from 0, the effect of heteroskedasticity is more pronounced.  With α = 3, the OLS reported SE is way below its (approximately) exact value of 81 or so. Notice that, when α is negative, the average OLS reported SE is actually greater than the approximate true SE.
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