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ConfidenceIntervals.xls Answers
1) For the Uniform distribution, what is the smallest +/- Value that is guaranteed to cover?  Run a Monte Carlo simulation to show that your answer to Question 1 above does indeed always cover.

Well, because you have to make sure that you get to 0.5 and 0 and 1 are the highest and lowest possible values, the answer has to be 0.5.  With a +/- Value of 0.5, even if you draw a 0, you will cover because the upper bound will be 0.5, whereas a draw of 1 will still cover because the lower bound will be 0.5.  The Monte Carlo confirms this.

2) In the Data sheet, set the error box to log-normal (with the SD Normal cell set to 1) and n = 5.  Go to the CIMCSim and choose the Exact SE option.  Run a Monte Carlo simulation with 10,000 repetitions.  Copy and paste your results in a Word document.

How well did the confidence interval perform?
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The confidence interval is performing extremely well; 95.05 percent of the intervals are covered.

3) With a lognormal box and five observations, click the Estimated SE option in the CIMCSim sheet.  Run a Monte Carlo simulation with 10,000 repetitions.  Copy and paste your results in a Word document.

How well did the confidence intervals perform this time?
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Because only 86.19 percent of the confidence intervals covered instead of the 95 percent that we expected, we must conclude that they did not perform very well.  

4) Why are the interval lengths from Question 2 constant but varying in Question 3?

In Question 2 we knew the SD of the error box, and so we computed the Exact SE of the sampling distribution, whereas in Question 3 we were estimating the SD of the error box with the random variable, RMSE.  Every new sample gives a new RMSE and, thus, a new estimated SE.

5) We ran a Monte Carlo simulation with log-normal errors and got the following results:
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Why did this Monte Carlo work so well (we expected to cover 95 percent of the time), whereas your Monte Carlo in Question 3 with a log-normal box did not perform as advertised?

This occurred because the Monte Carlo in Question 3 had only five observations, whereas the one above has 30.

This shows, once again, that a large sample size cures many problems because the sampling distribution of the sample slope is converging to the normal curve.  Thus, even if the errors are not normally distributed, a large sample size will mean that the sample slope will be approximately normally distributed. 
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