Answers

Chapter 5

RSquared.xls Answers
1) Use the Data Analysis: Regression add-in to find the R-Squared for the regression of Math on Verbal SAT. Is it the same as that produced by LINEST in the ComputationSAT sheet?
A) We found no difference. 
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2) Find the RMSE and R2 of the regression of Verbal on Math.  Are they the same as the Math on Verbal results? The R2 is the same, but the RMSE is different.  What is going on?
A) There is no intuitive reason for the R2 result. A mathematical answer is that R2 is the square of the correlation coefficient r. The correlation coefficient does not depend on which variable is regarded as the X variable and which is designated the Y variable.   The RMSE will typically be different when the regression is switched from Y on X to X on Y – even when the variables are measured in the same units as in this case. When the X and Y variables are measured in different units (e.g., dollars and tons), the RMSEs cannot even be compared directly.
3)  In the artificial data set below, R2 is really low. That tells you something about how well the least-squares regression line does at predicting Y given knowledge of X.  Write down the equation for a simple line (not necessarily straight) that you think would do a better job of predicting Y given X.    Explain why it is that your equation does a much better job than the least-squares regression line.  
A) The least-squares regression line does a terrible job predicting Y.  The reason is that Y is clearly approximately a curved function of X. With some experimentation, you might well have found that Y=X2 gives very good predictions of Y given X.  This example shows that, when the underlying relationship is nonlinear, the R2 for a straight line regression may be very low. However, that does not mean that good predictions cannot be made.  The trick is to use a nonlinear function to describe the data.
See RSquaredAns.xls for more detail on this answer.
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